pISSN 2306-4412 / elISSN 2306-4455 BicHuk YepkacbKkoro aepxaBHOro TeXHONOriYHOro yHiBepcuTeTy

UDC 681.5.004

S. V. Burmistrov', Ph.D.,
e-mail: sergijburmistrov@yandex.ua
0. M. Panasco’, Ph.D., associate professor,
e-mail: lena.pa@ukr.net
N. V. Kovalska', the head of cyclic commission
of computer systems and networks
e-mail: kovnata2005@ukr.net
'Cherkasy State Business-College
V. Chornovola str., 243, Cherkasy, 18028, Ukraine
*Cherkasy State Technological University
Shevchenko blvd, 460, Cherkasy, 18006, Ukraine

MATRIX METHOD OF PARALLEL DECOMPOSITION FOR MINIMIZATION
OF SYMMETRIC BOOLEAN FUNCTIONS IN THE FORM OF EXTENDED POLYNOMIAL

A matrix method of parallel decomposition in order to minimize symmetric Boolean functions in
orthogonal form of representation in the form of extended polynomial by modulus 2 has been
developed. Symmetrical Boolean functions are characterized by the fact that they are not minimized in
classical form of representation, but well — in the form of Zhegalkin polynomials. Compared to
Zhegalkin polynomials, extended polynomials have better indicators of the complexity of implementing
digital devices by total coefficient Sy (1.49 times) and by total coefficient S p (2.37 times) due to a
slight deterioration of the total coefficient Ss (deterioration of 1.293 times). The coefficient Sg is less
important for the development of digital devices than the coefficients S and S 4p.

Another advantage of using extended polynomials consists in the use of the idea of polarization
of inputs of Boolean functions. Due to this, this method can be used as a powerful component of
complete matrix method of parallel decomposition for obtaining a complex minimal form of Boolean
functions, which has the best indicators of the complexity of digital blocks implementation due to a
slight decrease in the speed of their work.

Unlike Zhegalkin polynomials having only one variant of the minimal form, an extended
polynomial can have several minimal forms with the same complexity of implementation, that is
essential for minimizing the systems of Boolean functions.

An essential feature of implementation of the method consists in the use of ready-made expanded
matrices and tables of a complete list of conjunctive sets, which significantly accelerates the process
of minimization in time

Key words: symmetric Boolean function, minimization of symmetric Boolean functions,
orthogonal form of representation, classical form of representation, polynomial form of Reed-Muller
representation, Zhegalkin polynomial, extended polynomial of sum by modulus 2.

Relevance of research. Minimization of
Boolean functions (BF) with a large number of
arguments is one of the key and time consuming
steps in the process of synthesizing digital blocks
(DB) of promising computer systems

The development of new minimization
methods is intended to accelerate the
minimization process for BF with a large number

V=f(X%500%,) =X A Qo (X ees X,y X
As a result, an arbitrary BF is the result of

a mutual composition of # pairs of maternal BFs
obtained on the basis of a mutual non-

of arguments, to find optimal options for minimal
forms, depending on the defining values of the
complexity of the implementation. New methods
are realized on the basis of the investigation of
the internal structural structure of BF in terms of
the phenomenon of decomposition of Boolean
functions (1) and the genetic fractal nature of the
internal structure of BF [2].

3 X,)UX A QO (Xt Xy, Xy 5eees X)) (1)
contradiction. Each BF contains its own genetic
code — complete information about all the
maternal BFs on which it is based.
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Empirical studies of genetic relationships
between maternal and daughter BFs based on the
properties of the decomposition phenomenon
made it possible to construct a genealogy tree [2],
which combines all BFs [2] within their complete
set. The tree structure shows a clear relationship
between the entire BF and the influence of the
internal properties of the parent BF on a specific
Boolean function.
Primary maternal BFs are two BF groups
with one argument that defines BF properties in
terms of minimization:
= Boolean function-constants (BF-
CONSTANTS) - the logical "0" and the
logical "1";

= SYMMETRIC BF, Boolean functions with
one argument containing one unit in their own
number (BF with numbers 01 and 10)

Boolean functions BF-CONSTANTS are
key when minimizing BF in the classical form of
representation (CFR). It is precisely the presence
of BF data in the genetic code of a specific BF,
which is a necessary and sufficient condition for
their minimization in the classical form of
presentation. In fact, minimizing BF in the
orthogonal representation form [1] for obtaining
a result in the boundary form of the CPF is
reduced to the search for BF-CONSTANTS [3].

A symmetric Boolean function
(SYMMETRIC BF) is a function whose value
does not depend on the permutation of its input
bits, but depends only on the number of units at
the input. The Boolean functions SYMMETRIC
BF in the boundary form of the CFR are
generally not minimized, but are perfectly
minimized in another boundary form — in the
polynomial form of the representation of Reed-
Muller (RMFR).

The search for a minimal form of BF or in
one of the boundary forms or in a consolidated
complex form is determined in its genetic code
by the ratio of maternal BF-CONSTANTS and
SYMMETRIC BFs. If BF-CONSTANTS or
SYMMETRIC BFs are dominant, the most
extreme form of representation is optimal. If the
BF-CONSTANTS and the SYMMETRIC BFs
are in parity — the optimal is the consolidated
complex form of representation.

Analysis of recent research and
publications. Analysis of recent research and
publications. The problem of constructing an
effective method of minimizing symmetric BF is
devoted to a number of works, a simple list of
which is quite solid. In these works the features

of symmetric BF and ways of optimization of the
process of minimization are considered. This
problem is global and, as a result, has no simple
solution. Zakrevsky's scientific group made a
significant contribution to the development of
this topic over the last few decades. The last
publications of this group include works [4,5], in
which the features of RMFR are studied.
Considerable attention is paid to this subject at
Kiev Polytechnic Institute [6], which describes
the study of the process of minimizing of RMFR.
In [7], an algorithm for minimizing systems of
partially determined Reed-Muller polynomials is
described. Sufficient attention to the Reed-Muller
polynomial system is given in works [8, 9, 10].

Formulating the goals of the article.
Symmetric Boolean functions are of particular
interest in the development of computing digital
blocks and blocks of coding systems.
Considering their key importance, the actual
problem is the construction of an effective
method for minimizing symmetric BF in an
orthogonal form of representation (ORFP) for a
given group of Boolean functions that could
independently be used to obtain a result in the
boundary form — RMFP, or as part of the
minimization to obtain the result in a
consolidated complex presentation form, which is
a mixture of KFR and RMFR.

The purpose of the paper is to develop an
effective method for minimizing symmetric
Boolean functions based on the polarization of
their inputs in the form of an extended series.

Presenting main material. Taking into
account the experience of constructing a matrix
parallel decomposition method in the ORFP [3],
the same ideas were used when developing a
method for minimizing symmetric BF. In fact,
the proposed method of minimization is an
extension and weighty component of the
complete  matrix  method of  parallel
decomposition on symmetric BF.

The essence of the method and the
algorithm of minimization should be explained
on a concrete example. Let BF contain
4 arguments and have a number 64 975, (binary
vector — 1111 1101 1100 1111,).

The minimization algorithm consists of
the following steps:

1. Construction of a matrix for obtaining a
result in the form of a polynomial in modulus 2
conjunctive sets of direct arguments. The matrix
is square, has a dimension 2", where — n is the
number of arguments in BF. The matrix contains
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four conditional parts — the left lower part is
always zero, and the remaining 3 parts are
identical with each other. The matrix is
constructed on the basis of a formal primary
matrix. The primary matrix is the matrix of
1 argument (2).

H
o1

. F;

—

2)

It is the basis for constructing the

following matrices.

oo oo O —
o T e Y T B s R
oo —= 0O —
Lo s e Y R
OO O =|\0O0 0O —
o0 = =030 —= —
O —= O =0 —= 0O —
R B

(3).

When increasing the arguments in BF per

unit, the size of the matrix is increased by 2
times. Each next matrix is filled in similarly — at
first it is divided into 4 parts. In the lower left, all
the elements fill with zeros, the remaining 3 parts

— insert the previous matrix. For 3 arguments the
matrix has the form (3):

For BF of 4 arguments, respectively, the
matrix has a size 16 * 16 and a form (4):

T 111 111 111111111
o1 0101017017071 01101
oo11o001 1001100171
o0oo0ooD+t1000~1000010001
oooo0+111 1 1yoo0oo1 111
0oooono+101000O0CD0T1TOD01
oooo0ooao+f11yoo0o0ooa0n
00000001 00000D001
oooooo0ooptT 1T 1111 11
goooo0oo0oooo0O10 10101
oooooo0cooo 1100711
goooo0oooo00001T0O001
oooooocooboo0O01T 111
ooooo0oo0co0oo0O00O0OD0T11T D01
ooooo0oo0cO0oOoDO0O0OD0OT1
pooooonoofoooopo0oaGgo )

Q)

Each line of this matrix is a list of

coefficients of the polynomial (5) of the

corresponding line of the table of truth that
describes this Boolean function. If the coefficient
is "1", then the corresponding member is present,
"0", then the corresponding member is absent.

=1®x, ®x, Dx,x, Dx, Bxyx, Dx,x, Dxx,x, Dx, Dx,x, DX, X, Dx,x,X, DX, X, Dx, X, Dx,x,x, Dx,x,x,x,(5)

2. Construction and computation of an
expanded matrix to obtain a result in the form of
a polynomial in modulus 2 conjunctive sets of

direct arguments (6).
[o] 1T 2] 3] a] 5] 6] 7] &] swo[11]12[13]14]15]
I/

T1 1 111111111111 11]
0 1 010101010 101011
00 1 1001 1001 1001 11
00010001 0001000 11
0
0
0 000001 10000001 11
00000001 000000011
000000007111 1111 1]1
0
0 0000000001 1001 11
00000000000 1000 1]
0000000000001 11 11
0 0 0000000000010 11
0 0000000000000 1 11
\[Dooooo0o0000000001]1])
Lilojojof tjaltfojalfeltfal1f 1] ()

Y=15,%,%;,%,) =1®x, ®xyx, Ox,x; Ox,2x Oxx; Dx,x0 Ox,x00, Ox, 000X,

3. Construction of an  expanded
polynomial based on a polynomial (7). Based on
the table of the list of all conjugate sets for BF
(see Table 1), it is necessary to optimize the
expression (7), replacing members with direct

When calculating, you need to create an
expanded matrix by adding the column number
BF to the right, and the bottom line of the final
result. The rows opposite the "0" in the result
column are to be deleted. After that, in each
column, calculate the amount in modulus 2 and
put the result into the corresponding cell of the
result string.

The result string, the lower line of the
expanded matrix, is the basis for writing
polynomial conjugate sets of direct arguments.
Having deleted in expression (5) the
corresponding members with the coefficient "0",
an intermediate result is obtained - the final
polynomial of conjunctive sets of direct
arguments. It consists of 9 terms and has the
form (7).

(7

arguments by members of the extended series. In
the table, the members of a row are sorted in
order of  increasing coefficients of
implementation of S,p, S; and Ss. In this case
there are groups of elements of the members of
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the extended series, having the same indicators of  solutions with the same complexity of
complexity of implementation. Therefore, it is implementation will be obtained on the basis of
necessary to consider the option when several expression (7).

Table 1
A complete list of conjunctive sets for BF
containing 4 arguments and their schedules on a row (5)

5 The presence of members of a row (5)
g Extension = = sl o9 =
= members ~|l sl sl 2l sl 55| 235535 225
g = = = G = = 5 = 5 3 3

BT 2T s 2 N U U T T T U O O A S O B
2 Xy Xy X, 0 X, 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1

1| X, x-%,-x, | 0 of of of of of of of of 1| of 1| of 1] of 1

79 | X4 X5X, 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0

80 | X, X;-X,-x, | 0| of o of of o of of o of o of o of of 1

As a result of the search, we have received improvement in the complexity of the
the final answer (8), which contains a single implementation of devices constructed on the
result: basis of this method in comparison with
Zhegalkin algebra (see Table 2). Due to a slight
deterioration of the Sy — factor of the input bus,

Investigation of complete sets L, of he S4p coefficient — the total number of
Boolean functions from 2 arguments, L; of copjunctives in combinational scheme — is
Boolean functions from 3 arguments and L, from  reduced significantly, and the S, coefficient is the

4 arguments in terms of minimization by the (ota] number of conjunctures in combinational
indicated method showed a significant gcheme.

y:l@x_4-x3~x_2®x4~x_3-x_2~xl ®)

Table 2
Changing integral characteristics of the structural complexity
of chips on the complete set
of L(2), L(3) and L(4) Boolean functions
The value of the total complexity of implementation factors
The S Y Sap
g number of g _ g _ g _
g arguments g g E g g E g g E
=1} o o o
S| bl & )z ) 25| & | 3 [ 2E| S | % | 2%
function g, % = g :é bt g % e
-_— o —_— ] — ]
£ g = £ z = £ g S
1 2 32 29 90,6 40 29 72,5 32 6 18,7
3 848 948 111,8 1664 1116 67,1 1024 340 33,2
3 4| 228608 | 295541 129,3 | 1081344 | 727569 67,3 | 524288 | 220922 42,14
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Conclusions:

1. A matrix method of parallel decomposition is
developed for minimizing the symmetric
Boolean functions in the orthogonal
representation form. This method can be used
independently to obtain the minimal form of
the Boolean function in the boundary form in
the form of a polynomial in the amount of
2 conjugate sets of arguments and in the form
of a complete matrix parallel decomposition
method in conjunction with [3].

. The results obtained by this method have a
number of advantages compared with the
results in Zhegalkin polynomial — a significant
improvement in the complexity of the
implementation of digital devices by
coefficients S; (1.49 times) and S,p (2.37
times) due to a slight deterioration of the
coefficient S (deterioration in 1,293 times)

. An essential feature of the method is the use of
already ready extended matrices and tables of
a complete list of conjunctive sets, which
significantly accelerates the process of
minimization over time.
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MATPUYHUMN METO/ HAPAJIEJIBHOI JEKOMIIO3ULIII JJI51 MIHIMI3ALIIT
CUMETPUYHHUX BYJIEBUX ®YHKIIN Y BUTJISIAI PO3IIUPEHOI'O ITOJIHOMA

B pobomi pospobreno mampuunuii memoo napanenvHoi OekoMnozuyii ona  MiHiMizayii
cumempuyHux Oyneeux (QyHKyil 6 opmoeOHANbHIU POpMI NPeOCmasieHHs y uifdi pO3UUPEHO20
noninoma cymu 3a mooyiem 2. Cumempuyni Oynesi QyHKyii xapaxmepuzyiomvcs mum, Wo 60HU
N02aHO MIHIMIZYIOMbCA 68 KIacuyHiti ¢popmi npedcmagients, aie 00bpe — noninomamu Kezankina.
Pezynomamu, ompumani yum memooom, nopieHAHO 3 pe3yibmamamu 8 noiinomi Kezankina maromo
cymmese NOKpawjeHHs NOKA3HUKIE CKAAOHOCMI peanizayii yugpoeux npucmpois 3a cymMapHumu
xoegiyicumamu Sy (6 1,49 pazy) ma S4p (6 2,37 paszy) 3a paxyHoK HE3HAUHO20 NOSIPUIEHHS CYMAPHO20
Koegiyicuma Ss (nocipwenns ¢ 1,293 pazy), wo He € maxum 3HAUYWUM HPU pO3POOYI MAKUX
yughposux npucmpois, sx xoegiyiecnmu Sy i S p. Taxoxc 3a paxynox noaspuzayii 6xodie Oyiesux
@yHKyiil yeu Memoo modxce OYmu UKOPUCIIANO SIK OOUH §3 CKAA008UX YUHHUKIE NOBHO20 MAMPUUHOZO
MemoOy NnapanenbHoi 0eKOMNno3uyii 01 OMPUMAHHA KOMNIEKCHOI MIHIMAnbHOi ¢opmu Oyneeux
@DyHKYIL, Wo Mmae Kpawi NOKA3ZHUKU CKIAOHOCMI peanizayii, Hidc KIACUYHI (hopmu npedcmasieHHs.
oynesux ¢ynxyit. ILlew memoo Oaec modxciugicmv ompumyeamu 0as Oyiesux @OYHKYil KiibKd
pe3yibmamis 3 00HAKOBUMU NOKAZHUKAMU CKIAOHOCHI peanizayii, o € cymmesum npu MiHimizayii
cucmem Oynesux @yuxyiti. Cymmesor o0coOaugicmio memoody € 3acCmOCy8aAHHs 6Jice 20MOBUX
PO3UWUPEHUx mampuys i mabauyb NO6HO2O0 Nepeniky KOH TIOHKMUBHUX HAbOpis, wjo CYymmeeo
NPUCKOPIOE NpoYyec MIHIMI3ayii 6 Yaci.

Knwuogi cnosa: cumempuuna 6yneea QyHKyis, MiHiMizayis cumempuunux Oynesux QYHKyil,
OpMO2OHANLHA (POPMA NPeOCmABIeHHs, KIACUYHA (opma npeocmaegients, NONIHOMIANbHA dopma
npedcmasnenns Pioa-Mwinepa, noninom JKezankina, posuwiuperuti noAHOM Cymu 3a MOOyieMm 2.

Cmamms naoivuwna 20.02.2018.

Peyenszenmu: B. M. Pyonuyvkuii , 0.m.u., npogecop,
C. B. I'ony6 , 0.m.n., npoghecop.
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